
 

Designing privacy-aware online social 
networks - A reflective socio-technical 
approach

Abstract 

Current empirical studies of online social networks 

comprehensively describe users’ experiences with in-

teractional privacy management but provide only little 

concrete software design assistance to address identi-

fied privacy issues. We argue that the scarceness of 

practical guidelines to tackle privacy issues through 

software design might be due to the research approach. 

We suggest focusing more on the interplay between 

user and technology to understand the design options 

we actually have. In this contribution we first present 

our research concept based on the mapping of relations 

between users and technology, and we then describe 

the challenges for privacy frameworks and privacy met-

rics involved in this approach. 

 

Keywords 

User studies, online social networks, Facebook, socio-

technical system, socio-technical design 

 

ACM Classification Keywords 

H5.m. Information interfaces and presentation (e.g., 

HCI): Miscellaneous 

Introduction 

While online social networks (OSNs), notably Facebook, 

attract millions of users around the globe, their down-

sides are increasingly discussed. Indeed, a large body 

of empirical studies highlights users’ difficulties to man-

age their interactional privacy in OSNs, that is, between 

the users, and between users and the interface. Many 

studies have tried to explore how to support users’ pri-

vacy management with appropriate and feasible OSN 

software features. [3] 

  

However, results in this respect are comparatively 

meager so far: although available studies allow valua-

ble insights into users’ practices and concepts, design 

suggestions are often rather general, describing overall 

goals or calling for new solutions, but rarely expound 
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concrete steps or strategies on how to get there. This 

raises the question as to how we can extend our cur-

rent research approaches in order to provide more tan-

gible guidelines to the design of OSN software that is 

supportive of interactional privacy management. 

 

To tackle this question, we first have to deal with an 

epistemological issue: qualitative research methods we 

use to investigate into users’ privacy issues are inher-

ently interpretive but do not provide “hard facts”. [1] 

Our interpretation depends on the definition of our re-

search problem and the research approach we take. 

Hence, we have to reflect carefully what we need to 

actually observe for guiding software design. Moreover, 

we have to factor in software design into the definition 

of our research problem from the very beginning, and 

have to align it with our research approach.  

 

But what is the research problem we must focus on?  

A good starting point is to bear in mind that software 

developers can support (or obstruct) users’ privacy 

management solely through the technological artifact, 

i.e., through the OSN software they produce. However, 

this seemingly obvious observation has far-reaching 

consequences: users and technology are entangled and 

mutually constitute the OSN as a socio-technical asso-

ciation. The technological design of OSN software 

shapes users' concepts of its functioning and purpose, 

and these concepts, in turn, shape how users actually 

employ the software to share personal data and to act 

within the OSN community. On the other hand, once 

particular user practices emerge in the OSN, users may 

again change their concepts of the socio-technical asso-

ciation. 

 

To understand how software design may effect users’ 

concepts and practices, we suggest to investigate and 

map the interplay between users and technology, e.g., 

how user practices are reflected in technical processes 

(technical data flows and events), and how, in turn, 

these processes shape users’ concepts and practices. 

Existing empirical studies often neglect this interplay, 

and at best loosely describe relations between use 

practices and technical data. Such studies are appropri-

ate to answer a variety of important research ques-

tions, e.g., how new technology changes the way peo-

ple communicate and interact. They can certainly deliv-

er valuable starting points for further investigations. 

But for software design, we argue, they miss the socio-

technical perspective. 

 

For instance, researchers often observe that users em-

phasize privacy concerns as a central issue instructing 

their OSN use. However, upon examining these users’ 

privacy settings researchers may discover rather per-

missive configurations. Many researchers may interpret 

this situation as contradictory, concluding that users 

are not sufficiently aware of the available privacy set-

tings, and may suggest making privacy settings more 

visible, intelligible, and user-friendly. We want to ar-

gue, however, that all we may deduce from this obser-

vation is that data entered by a user are visible to a 

large audience, while the user claims to be privacy-

aware. Now, our concern is that users engage worka-

rounds to protect their privacy because they consider 

the given privacy settings as unsuitable for their pur-

poses, e.g., by obscuring, or withholding, data, which, 

at worst, may restrict their use options. [2,4,7]  

This finding imposes challenges to software design that 

go beyond questions of, e.g., how to improve the visi-

bility of privacy settings. 
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In our research, we want to refine existing research 

approaches to factor in the socio-technical perspective: 

We try to observe, specifically, the user-technology 

interplay to inform software designers. In particular, we 

investigate use practices and their technical manifesta-

tion concurrently. Thus, we are able to relate technical 

data and events to actual use practices, including prac-

tices users perceive as privacy infringements. On the 

basis of these mutually explicative data, software de-

velopers can specify software solutions to mitigate pri-

vacy issues. Examples for such solutions are automatic 

algorithms based on the technical data, semi-automatic 

algorithms supplemented by additional data such as 

configuration data, ratings, polar decisions, or algo-

rithms that observe network interactions and search for 

privacy risk indicators.  

 

In the case of users applying workarounds instead of 

the available privacy controls of the software described 

above, a software designer might use our approach to 

learn, e.g., whether software algorithms could detect 

and evaluate workarounds, and how software algo-

rithms could suggest alternative solutions to users that 

serve the same purpose as the workaround without 

restricting use. 

 

An interdisciplinary research approach to 

study the user-technology interplay 

Methodology and Tool Development 

Our practical approach to mapping the interplay 

between users and technology is to use a mixed-

method approach, and apply it to questions of actual 

OSN usage, including the capture of in situ data on how 

user practices manifest on a technical level (“technical 

footprint”). To capture in situ data we developed a 

software tool - we call it ROSE (Research Tool for 

Online Social Environments) - that can be added to the 

web browser of our study participants. ROSE not only 

captures the technical footprint of user actions but also 

allows users to comment in situ on what they think of 

their own actions, and those of other users.  

We developed ROSE in a long-term co-operation 

between computer scientist and anthropologists by 

establishing a mutual design framework. The 

anthropologists collect qualitative data about what 

users want to use OSNs for, and on users’ concepts of 

privacy issues ensuing from particular use practices. 

The computer scientists use these qualitative data for 

adapting ROSE so that it captures technical data that 

may be related to identified “privacy hotspots”. Privacy 

hotspots are situations or software functions often 

mentioned by users in the context of privacy issues. 

The anthropologists, in turn, use the collected technical 

data to refine their research design, and to investigate 

discrepancies between users’ concepts and actual 

technology use. 

Research Procedure 

For our empirical inquiry, we first ask our research 

participants to use ROSE for about two weeks. ROSE 

automatically captures their interactions in Facebook 

along with the effective privacy settings. It also 

captures in situ participants’ comments on their own 

and others’ sharing behavior. Except for the in-situ 

comment function, ROSE operates invisible in the 

background, but does not provide feedback to the 

users. ROSE differs from other browser tools that assist 

users in enhancing their privacy, or that increase their 

privacy awareness, e.g., tools visualizing privacy 

settings. [5] Unlike other observation techniques such 
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as screen capturing, ROSE is less intrusive as it aims to 

minimize interferences with the field. ROSE captures 

only basic technical events in a perfectly privacy-

preserving manner (e.g., names and pictures are not 

recorded), provides the user with a human-readable list 

of the collected data, and allows the user to decide 

whether to provide the researchers with all the data or 

edit them, and supply only a subset thereof.   

Following the data collection phase, we retrieve distinct 

action patterns for each of our study participants from 

the technical footprints gathered with ROSE. To this 

end, e.g., we count how often a user triggers an OSN 

function, and identify preferred privacy settings. Users’ 

in-situ comments provide us with first insights into use 

contexts of the actions effecting the technical 

footprints, e.g., the reasons (context) for why a user 

shared a particular item (action) with close friends 

instead of a broader audience. This first analysis paves 

the way for the subsequent qualitative interviews with 

our participants. 

In the interviews we ask our participants what they 

intended to achieve with those actions made visible by 

our tool. Also, we ask them to explain why they believe 

those actions will lead to the intended result.   

In the final analysis, we compare user actions made 

visible through technical footprints with the meaning 

the users attribute to those actions. In this way, we can 

understand the status quo in terms of (a) how miscon-

ceptions of the available technical functions can lead to 

privacy issues, and (b) which privacy strategies users 

implement by creatively bending functions not intended 

for privacy protection purposes. Furthermore, we gain 

insights as to how we might redress the status quo by 

suggesting technical options based on our findings. 

How our insights can be applied depends on the con-

crete research question; in the following we provide 

two cases from our research work. 

Privacy hotspots to investigate 

We currently focus on two privacy hotspots that we - 

and other researchers - have identified: 

Our ongoing research project pertains to the privacy 

hotspot we discussed above: privacy strategies and 

workarounds that users contrive rather than applying 

the standard privacy controls provided by the given 

OSN. With the aid of ROSE we are able to investigate 

users’ workarounds at a technical level, and the conse-

quences of these workarounds for their actions in the 

OSN, e.g., whether workarounds may actually impede a 

user’s intention to interact, and share data in the OSN. 

The analysis will help us to make design suggestions on 

how software can support those users whose privacy 

practices highly depend on workarounds. For example, 

we may advise whether, and under which circumstanc-

es, it is appropriate for software to suggest alternative 

privacy settings that do serve the same purpose as the 

user’s workaround but do avoid their shortcomings.  

Next, we want to research the second hotspot men-

tioned. It pertains to situations where different users 

have contradictory opinions about what sensitive infor-

mation is, i.e., whether disclosing or sharing something 

is appropriate or not. Technical footprints, and the 

qualitative data from in-situ comments and interviews, 

allow us to search for technical indicators distinctive for 

conflicts in the interactional privacy of the OSN users. 

These indicators may serve as a basis for software al-

Figure 2: ROSE icon embedded into a 

“Facebook Timeline” item; the study 

participant can click it to open a com-

ment dialog 

Figure 3: ROSE comment dialog 

allows study participants to comment 

actions in situ  

Figure 1: User interface of ROSE 

displays the data collected during the 

observation phase of the study 
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gorithms supporting users in recognizing potential con-

flict situations. 

Conclusion and Outlook 

We argue that for designing software privacy features 

for OSNs conceived as socio-technical associations, our 

empirical research must aim at mapping the interplay 

between users and technology, a mapping we can 

achieve with our socio-technical research approach. We 

aim at refining this approach towards socio-technical 

design methodology, where computer scientists and 

anthropologists co-design privacy mechanisms in an 

open and iterative research process on the basis of a 

mixed-method approach interrelating technical data 

and qualitative data from the field. [6] 

However, analyzing privacy issues through the socio-

technical lens raises some challenging issues that con-

sistently need attention in our future efforts: How can 

we consider, and highlight the user-technology inter-

play in our privacy frameworks? Can we distinguish 

between technical and non-technical factors contrib-

uting to interactional privacy issues? How can we be 

sure whether a particular software reinforces or miti-

gates privacy issues, that is, how do we know whether 

our findings are actually the result of the software de-

sign? And finally, can we better explain alleged contra-

dictions between privacy concerns and researchers’ 

interpretations of use practices through the lens of so-

cio-technical associations?     
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